
Numerical Stability 
Condition
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Wind speed vs time step
Intuition of numerical stability condition:

For Explicit Finite Volume (and Finite Difference) 
method, 

The simulation will be numerically unstable if 
the time step is too long that an air parcel 
passes through a cell in a time step.

Explicit scheme: 

https://yaredwb.github.io/FDM1D/

Implicit scheme: 

https://yaredwb.github.io/FDM1D/
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CFL condition
https://en.wikipedia.org/wiki/Courant%E2%80
%93Friedrichs%E2%80%93Lewy_condition

https://en.wikipedia.org/wiki/Courant%E2%80%93Friedrichs%E2%80%93Lewy_condition
https://en.wikipedia.org/wiki/Courant%E2%80%93Friedrichs%E2%80%93Lewy_condition
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The wave illustration

Stull 2016  Practical Meteorology: An Algebra-based Survey of Atmospheric 
Science
https://www.eoas.ubc.ca/books/Practical_Meteorology/
Chapter 20 Numerical Weather Prediction (NWP)
Creative Commons Attribution-NonCommercial-ShareAlike 4.0 International License

Unstable because 
of large time step

Still stable

Stable

https://www.eoas.ubc.ca/books/Practical_Meteorology/
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Time step determination practices

Time step used ∝ grid spacing.

● Assumed a max wind speed in the domain 
over whole simulation duration.

● Safety buffer
● Experience from old popular models (MM5, 

WRF)

Usually use the factor:

 6 s/km or smaller
Difficult paper, just a reference that the 6 s/km factor has some 
justification behind.

Skamarock, W. C., Klemp, J. B., Dudhia, J., Gill, D. O., Liu, Z., 
Berner, J., … Huang, X. -yu. (2021). A Description of the 
Advanced Research WRF Model Version 4.3 (No. 
NCAR/TN-556+STR). doi:10.5065/1dfh-6p97
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Importance of time-stepping
Nesting in WRF

Coarse grid uses large time step
• Computationally lite

Coarse grid uses small time step
• Computationally intensive
• Unnecessary

MPAS-A resolution transition

Δt

3Δt

open-source 
MPAS-A:
whole mesh 
uses Δt
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Horizontally explicit time-integration scheme

MPAS Tutorial - Dynamics 
https://www2.mmm.ucar.edu/projects/mpas/tutoria
l/Boulder2019/slides/07.MPAS_solver.pdf

LHS:
Time-derivatives

RHS:
Spatial operators

HEVI Solver

Horizontally Explicit
Δx affects numerical 

stability!

Vertically Implicit
Δz is safe in the 
dynamical core 

Courant-Friedrichs-Lewy 
(CFL) Stability Condition

For RK3 scheme, 𝐶𝑚𝑎𝑥 = 1.73
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Uniform time-stepping in MPAS-A
Computational cost:

● A lot of time steps for big cells
○ high computational cost!
○ not necessary for its own 

stability condition

Can we “jump steps” in 
unstructured mesh? 
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Aspects competing for computation resource
(Computer resources are always in high demand for NWP no matter how big a cluster one has)

Dimension Range of choices Assigned resources

Horizontal domain size / 
resolution distribution

e.g. 
high-res domain size
transition zone width

Vertical resolution 50  to  > 100 vertical layers

Length of forecast 3 days - 9 days

Update frequency daily - hourly

Number of ensemble members 20 - 50

At fixed computational resource 

Make this more resource-efficient

Redistribute saved 
resource to other 
aspects

less

More
More
More
More



Flexible time 
discretization technique

CPAS Hierarchical Time-Stepping
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Hierarchical Time-Stepping (HTS) in CPAS

● Both time integration computation using 2Δt 
and Δt in this buffer region => overhead.

● freeing the outer region to use 2x Δt, 
hierarchically

MPAS-A

Δt

3Δt

Refinement region:
• any shape
• smooth 

transition

CPAS Hierarchical Time-stepping

Δt

2Δt

illustrative diagram 
only 

t

Δt Δt Δt

3Δt

t

Δt Δt

2Δt

WRF

Influence goes 
both ways

CPAS = Clustertech Platform for Atmospheric Simulation, https://cpas.earth/



Flexible space 
discretization technique
CPAS Customizable Unstructured Mesh Generation

Before Lab
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User-friendly Web Graphical Interface
User defines refinement 
regions of arbitrary shapes 
and properties

● GEOJSON file for 
mesh specification.

”Spend resolution at where you want!”
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Geographical features that needs higher resolution
The system looks up geographical data 
automatically

● Orography
○ Wind dragging / blocking effect
○ Temperature at raised altitude

● Coastline
○ Land-sea breeze
○ Diurnal temperature change on 

land vs water

● Significant change of values over 
short horizontal distance:

○ Terrain height 
○ Water / land land-cover

● Needs high resolution to resolve 
the variation



Flexible space 
discretization technique
CPAS Customizable Unstructured Mesh Generation

After Lab
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OLAM-based mesh construction algorithm
CPAS’ Customized Unstructured Mesh Generation 
is based on this 
Walko & Avissar (2011) paper

Reimplemented in the cloud-computing platform

● Taking the GEOJSON specification as input
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Example with concavity

pentagon and 
heptagon pairs

Voronoi Tessellation and its 
Delaunay triangulation duality



Resolution and 
computational cost 

consideration in NWP
Flexible space and time discretization 

techniques together
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Spend only the computational cost you want
Flexible space discretization
Denser mesh spend more 

Flexible time discretization
Purple & red spend more

27 Δ𝑡

Δ𝑡

Outside the designated regions:
saves a lot of cost

An example showing large resolution variation is feasible 
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Computational cost considerations

Resolution variation for a large range (e.g. 128km-1km)

Flexible time discretization: HTS
Large time steps count fewer steps

Flexible space discretization: CUMG
Large cells count fewer cells

Made practical; 
computational cost saved 
relative to MPAS-A
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How is computational cost saved from coarsening time steps

Grey area not covered by green bars is the saving.                Doubling time step halves the cost, with the overhead in the buffer region.

Δt

2Δt

4Δt

…



Your
First CPAS jobs
Have you done that already?
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Where are the result data of my jobs?
Result data for your:

● Mesh generation jobs
● Real Simulation jobs

Short answer:

● Some complicated read-only directories
○ Specific to CPAS system architecture

■ Not user’s concern

CPAS provides a GUI tool for you to get the long 
path.



Lab 1
Finding result files

5 minutes
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CPAS-specific tools for finding files
from cpas.ui import UI

ui = UI().select_job()

Generated mesh:

ui.grid_ncfile

ds = xr.open_dataset(ui.grid_ncfile)

Real Simulation:

ui.output_ncfile_dict



Lab 1
Finding result files

Time’s up



Geometry of 
unstructured grid

Spherical Centroidal Voronoi Tessellations
Dual triangular Delaunay tessellation
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SCVT
MPAS Tutorial

https://www2.mmm.ucar.edu/projects/mp
as/tutorial/Boulder2019/index.html

Mesh structure

Analogy of Voronoi 
Tessellations:

● A castle with a King 
at a generating point

● Farmer pay tax to the 
nearest King

● The Voronoi cell is 
the King’s land.

https://www2.mmm.ucar.edu/projects/mpas/tutorial/Boulder2019/index.html
https://www2.mmm.ucar.edu/projects/mpas/tutorial/Boulder2019/index.html
https://www2.mmm.ucar.edu/projects/mpas/tutorial/Boulder2019/slides/04.mesh_structure.pdf
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Cell, Vertex, Edge
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Neighborhood

Connectivity of cell centers:

“dual mesh”

Delaunay triangulation
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Indices
All entities of the 
unstructured grid are put to 
arrays in a 1-dimensional 
way.

Every element is referred by

● index

Connectivities also 
represented by indices



https://cpas.earth/ CUHK - ESSC4602 Summer 2022

Fields
Fields used in dynamical 
core computation

Most often concerned:

Grid spacing: dcEdge
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Dimensions
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Scalars at center;

Vertical wind on faces



Vertical layers
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MPAS tutorial

Dynamics: Overview and 
Configuration

https://www2.mmm.ucar.edu/project
s/mpas/tutorial/Boulder2019/slides/0
7.MPAS_solver.pdf

CPAS uses terrain data sources with 
multiple resolutions (2 arc minute - 
15 arc second)

https://www2.mmm.ucar.edu/projects/mpas/tutorial/Boulder2019/slides/07.MPAS_solver.pdf
https://www2.mmm.ucar.edu/projects/mpas/tutorial/Boulder2019/slides/07.MPAS_solver.pdf
https://www2.mmm.ucar.edu/projects/mpas/tutorial/Boulder2019/slides/07.MPAS_solver.pdf
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Lab 2
Inspecting grid.nc

30 minutes



https://cpas.earth/ CUHK - ESSC4602 Summer 2022

Where are a cell’s neighbour cells?

import numpy as np
np.rad2deg(ds.latCell.isel(nCells=cell1000_neighbours-1))

import xarray as xr
ds = xr.open_dataset("atm_learner/data_for_tutorials/demo_kompasu/grid.nc")
ds

cell1000_neighbours = ds.cellsOnCell.isel(nCells=999)
cell1000_neighbours

np.rad2deg(ds.lonCell.isel(nCells=cell1000_neighbours-1))

cell1_neighbours = ds.cellsOnCell.isel(nCells=0)
cell1_neighbours

Inspect cell1’s neighbours’ longitude. Surprise? Why?

ds.latCell.isel(nCells=cell1000_neighbours-1)
What are these numbers?

ds.nEdgesOnCell.isel(nCells=999)

ignorenEdgesOnCell
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Explore your own generated mesh
ds = xr.open_dataset(ui.grid_ncfile)
ds

Where are a cell’s edges?

Where are a cell’s vertices?
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Demo: Plotting the mesh
atm_learner/lecture2/Lecture2_unstructured_mesh.ipynb



Lab 2
Inspecting grid.nc

30 minutes - Time’s up



https://cpas.earth/ CUHK - ESSC4602 Summer 2022

Icosahedron
CPAS’ mesh generation:

OLAM-based mesh 
construction algorithm

Starts with 12 generating 
points 

● North pole
● South pole
● 5 on a North 

hemisphere latitude
● 5 on a South 

hemisphere latitude

± arctan 1/2 = ±26.57°

Still there after bisections 
and multisections
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CPAS (current version) mesh drawback
The 12 original generating points 
have finer resolution than 
surrounding.

Easily seen in plotting.

To be improved in future 
versions.
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Assignment - now you’ve got basic knowledges to explore

Synoptic circulation

1) Generate a simple unstructured mesh for 
simulating synoptic-scale atmospheric 
circulation in the North hemisphere

2) Order a simulation job
3) Ensure the resulting data is ready before 

the next session.

For your project

● Do some trial of mesh generation & real 
simulation.

● If you don’t know what options to use, 
just use the default.

○ Defaults are usually generic in engineering 
practices

● Expected iterative trials - “My Jobs” page
○ “Cancel job” button - kill job
○ “Delete job” button - release storage
○ No worryProject:

● Run some trial job for the severe weather event 
you intent to choose

● Show result and discuss with group-mates 
(25 May Wed break-out room)

● Make decision on the severe weather event 
your group will use.


